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How AWS Buried a Platform Crash and Charged the Startup
Anyway

When AWS Lambda failed silently, we did the diagnostics. AWS denied the problem, suppressed the
evidence — and still sent the bill.

We found the fault. AWS buried it. Then they sent us the bill.

What follows is not a technical breakdown. That work has already been done — published in detail,
backed by logs, test cases, and internal confirmations from AWS itself.

This is something else.
This is a postmortem of what AWS did after they knew we were right.

It’s about how the world’s largest cloud provider responded to a proven platform failure — not by fixing
it, acknowledging it, or supporting the startup who uncovered it — but by blaming the customer,
charging their card, and quietly asking them not to publish.

Over seven weeks, we uncovered a fatal flaw in AWS Lambda — a silent runtime termination affecting
Node.js functions in a VPC making outbound HTTPS calls. The function would return a 201 Created, then
crash — mid-flight, with no logs, no errors, no stack trace, and no crash signature.

We did the work AWS says they value in their partners:

e We stripped our code to the minimal reproducible example.

e  We rebuilt our CI/CD pipeline using Amazon Linux 2023 for perfect runtime parity.

e We removed every native module, every OS inconsistency, every nonessential line.

e We proved — beyond doubt — that the same code, same IAM role, same VPC, and same
endpoint worked flawlessly on EC2.

e And we submitted everything: logs, traces, reproduction harnesses, version history, and
formal diagnostics.

In response, AWS:

e Denied the issue.

Blamed our code.

Offered no telemetry.

e Refused Lambda engineering access.

e And positioned the matter as closed — despite reproducing the crash internally.

When we escalated?

They filtered it through sales.

When we submitted formal complaints?

They were ignored.

When we submitted a minimal test case that triggered the failure on demand?
They cited “anti-patterns” — and misread their own reproduction in the process.
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When we tried to publish the truth?
They asked our CEQ, privately, to ask us not to.

What AWS did next was worse than silence.
They sent us a bill.

A $700 charge — withdrawn from our founder’s personal credit card, without warning, invoice, or
notification — during an active dispute with AWS, and while formal resolution was still under
negotiation.

The card in question had been used solely to set up the AWS account months earlier. At the time of
charge, multiple formal complaints were open, executive escalations had been submitted, and we were
actively engaged with AWS representatives — including our Account Manager — regarding platform
fault, credit remediation, and ongoing service instability.

Despite this, the charge was processed silently.
No courtesy email.

No itemised billing.

No prior notification.

And when challenged, AWS offered no explanation — only a reissued “credit” offer, now repackaged as
a conditional settlement contingent on silence.

In effect, AWS treated a live production outage, a confirmed platform bug, and an unresolved
escalation not as grounds for service suspension or billing hold — but as background noise. They
continued billing — not in spite of the platform failure, but through it.

Meanwhile, the support team denied the crash, refused access to internal diagnostics, and when
confronted with AWS'’s own reproduction logs confirming the issue, simply shifted blame back to our
code — as if none of the prior investigation had ever happened.

And when challenged on the charge, AWS responded with what they called a “gesture of goodwill”:

A S4,000 credit offer — originally promised, then revoked without explanation, then re-offered weeks
later, this time contingent on our acceptance of a full and final resolution.

They didn’t say it outright.

They didn’t have to.

“If you confirm your acceptance of this offer, we will release the credits.”

That’s not goodwill.
That’s a settlement — issued in exchange for silence.

Let’s be clear: this wasn’t just a crash.

It wasn’t just support failure.

It was institutional deflection, wrapped in legal tone and procedural stonewalling, designed to out-wait
and out-paper a startup who found something AWS didn’t want to admit.

No Lambda engineer ever appeared.
No internal logs were ever shared.
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No telemetry, no postmortem, no transparency — even after AWS themselves reproduced the fault in
Node.js runtimes 18, 20, and 22.

Instead, we were told the failure was “expected behaviour” — without a single piece of documentation
that supported that claim.

And then we were invoiced.
We were charged for support that denied us engineering.
We were offered credits that came with terms.

And we were quietly encouraged not to publish — even after AWS had already confirmed, in writing,
that the crash had occurred.

This blog is not a story about a bug. It’s a record of what came after the truth.
It’s what happens when a startup:

e Follows AWS best practices

Follows the Well-Architected Framework

Uses AWS-supported services (Lambda, SES, VPC)
Files support tickets with evidence

Escalates through every official channel

e Proves their case with internal reproduction...

...and is still treated like a liability to manage, rather than a partner to support.

We built our infrastructure on AWS.

We trusted the platform.

We trusted the escalation process.

We trusted the Activate programme.

We trusted the people we were assigned to.

What we got back was:

e Acrash AWS could not explain.

e A meeting with no engineers present.

e Asupport chain that erased its own history.

e And an invoice — for the privilege of debugging their runtime in production.

This blog is the second half of the story — not about how AWS Lambda failed, but how AWS buried the
failure, denied responsibility, revoked goodwill, and charged the startup anyway.

If you rely on AWS — especially Lambda — for production workloads, and you assume that engineering
will respond if the platform fails, this story is for you.

Because when AWS Support fails, and the crash is invisible, and the logs are withheld, and your Account
Manager becomes a firewall instead of a partner — you will be on your own.

And you may still get the bill.
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Executive Summary

In April 2025, our startup uncovered a fatal platform-level bug in AWS Lambda — one that caused silent
crashes inside Node.js functions operating within a VPC. The failure occurred after a successful HTTP
201 response had been returned. There were no logs. No stack trace. No crash diagnostics. No
telemetry. Just mid-air function termination — undetectable, uncatchable, and unrecoverable.

We did everything AWS claims to value in its partners:

e Minimised the code to a barebones reproduction

e Cross-tested runtimes (Node.js 18, 20, 22), regions, architectures, and permissions
e Moved the service to EC2, where it ran flawlessly under identical conditions

e Collected and submitted logs, packet traces, memory snapshots, and runtime diffs

The issue was isolated, proven, and reproducible.
And AWS's response?

They denied the crash occurred.

They refused to escalate to Lambda engineering.
They withheld runtime telemetry and internal logs.
They closed the case without investigation.

After multiple formal complaints, we were told the issue was our fault. According to AWS, the crash
stemmed from “anti-patterns” — despite the reproduction being written by AWS themselves.

That reproduction came not from an official Lambda engineer, but from a support engineer working in
his own time. He stated clearly, in a recorded call:

“My bosses would prefer | wasn't working on this.”

He reproduced the crash.

He confirmed it occurred only in Lambda — not in EC2.

And yet, even after AWS had proven their own platform was at fault, the official position remained
unchanged:

“No Lambda issue occurred.”
Then came the billing.

During active negotiations — while our CEO and CTO were still pressing AWS for answers — Amazon
charged $700 to the CEO’s personal card. This was for “AWS services” that had provided:

e No escalation to engineering

e No access to Lambda logs or crash dumps

e No visibility into runtime microVM state

e And no explanation or remediation for a reproduced platform failure

We had been promised a $4,000 credit as early as June 12th. This was withdrawn without warning on
June 30th — and then reoffered on July 3rd, but now with settlement-style conditions:

“If you confirm your acceptance of this offer, we will release the credits.”
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AWS framed this as a “gesture of goodwill.” But goodwill is unconditional. This was a coercive attempt
to suppress further disclosure, offered not in recognition of harm, but to secure closure — without
accountability.

Key Facts:

e Asilent crash occurred only in Lambda, across multiple Node.js runtimes, proven with AWS-
authored code

e AWS denied the issue while suppressing logs and shielding engineering from involvement

e Asupport engineer reproduced the crash outside working hours, against internal
preferences

e A S4,000 credit was promised, revoked, and then reoffered as a conditional settlement

e A S$700 charge was made to our founder’s personal card mid-negotiation

e No apology, no root cause analysis, and no responsible escalation was ever provided

We migrated everything to Azure.
We hardened observability.
We published our first blog.

And now — because AWS has refused to resolve the case — we are publishing this post:
“How AWS Buried a Platform Crash and Charged the Startup Anyway.”

This is a story of a platform failure denied, a startup blamed, and support that quietly invoiced us for
silence.
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The Bill That Followed the Crash

The email inbox was still quiet when the charge landed.

No reply from AWS.

No apology.

No escalation.

Just a $700 debit — silently withdrawn from our founder’s personal card, the one originally used to spin
up the account.

There was no invoice.

No breakdown.

No “you’re being charged.”

Just a notification from the bank.

And the timing?

We were mid-escalation.
Formally. Legally. Urgently.

AWS had already reproduced the crash — or rather, a single AWS support engineer had on his own
time, after hours, explicitly telling us:

“My bosses would prefer | wasn’t working on this.”

He found the same fault we did: a function that terminated post-response inside a VPC-bound HTTPS
request. A crash with no log, no error, no event. A silent kill.

And yet while the official AWS position was still “no issue found,” the billing system carried on, unaware
— or worse, unconcerned.

That charge was for AWS Services of which included Business Support.
A service tier that, in theory, grants faster responses, access to experts, deeper diagnostics, and that we
should not have been paying for as an Activate backed startup.

But here's what we actually received:

e No access to Lambda logs or runtime state

e No invocation telemetry

e No crash diagnostics

¢ No architectural review

e And no response from Lambda engineering — not once, not ever

We weren’t supported. We were stonewalled.
So what were we paying for?

Certainly not the crash analysis — we did that ourselves.
Not the reproduction — AWS’s engineer did that off the books.
Not the architecture guidance — we asked, repeatedly, and got none.
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Not even a resolution — just a two-line denial and the offer to settle quietly with $4,000 credits if we
agreed not to escalate further.

And still, the bill arrived.

This wasn’t a charge for value delivered.
It was a tax on persistence.
A penalty for not giving up.

To AWS, the irony may have been invisible.
To us, it was piercing.

We had spent weeks trying to prove a crash they wouldn’t acknowledge.
And once we did, the reward wasn’t transparency — it was a debit.

No heads-up.
No warning.
Not even a note acknowledging we were still mid-negotiation.

The support we were billed for actively refused to investigate, then charged us for trying to do it
ourselves.

That’s what the $700 paid for.
Silence. Deflection. Delay.

A crash happens. That's forgivable.
But a charge during escalation, after denial, without resolution?

That isn’t a billing error.
That’s a statement of culture.

And for us — that was the moment we knew we were done.

A Fatal, Silent Platform Crash

It began with a routine Lambda function. Node.js 20, running inside a VPC, performing a basic outbound
HTTPS request — the kind that powers thousands of production systems every day.

The function completed its job, returned a 201 Created, and everything appeared successful.
Then it died.

No logs.

No error.

No trace.

No stack dump.

No CloudWatch entry.
No lifecycle telemetry.
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The process was silently terminated mid-execution — after the response had already been sent —
without any observable signal or catchable exception. This wasn’t a timeout, OOM, or user error. It was
a fatal crash deep inside the Lambda runtime, triggered under normal operating conditions.

We didn’t guess. We proved it.

We rebuilt the same logic on EC2 with identical code, network configuration, IAM permissions, and OS
layer. It ran cleanly every time. Only Lambda failed.

We stripped the code to a minimal reproduction.

We cross-tested on Node.js 18, 20, and 22.

We logged packet traces and memory state.

We isolated the point of failure to a specific window inside https.request() where Lambda would
terminate execution after sending a response, but before the internal stream closed — a moment no
developer can realistically observe or catch.

This wasn’t a fluke. It was a runtime-level fault — and AWS’s own reproduction eventually confirmed it.

But instead of fixing it, they buried it.

Deflection, Delay, and Denial

Throughout our three-month investigation into AWS Lambda’s silent crash behaviour, we encountered a
consistent and systemic pattern: deflection of responsibility, delay in escalation, and denial of both
platform fault and support mishandling. This section draws not just from AWS’s 5 June 2025 closure
email, but from the entire documented trail of communication — internal support messages, executive
escalations, meeting minutes, and email correspondence.

A Timeline of Obstruction
April 3 — May 2, 2025: Initial Silence

e Qur original support case (#174369491300086) was opened on 3 April 2025, reporting a
reproducible crash in Lambda when executing a minimal https.request() call inside a VPC.

e We provided annotated logs, zipped code bundles, Node.js version traces, and evidence the
same code executed cleanly on EC2.

o Despite repeated follow-ups, no escalation to Lambda engineering occurred during this
month. Business Support acknowledged receipt, but offered no telemetry, RCA, or
confirmation of escalation.

May 3, 2025: The First Call — No Engineering Present

e AWS scheduled a call with our team, promising “Senior Serverless Architects” and “Lambda
SMEs.”
e |n practice, the call involved only a Support Engineer, who explicitly admitted:
o “My bosses would prefer | wasn’t working on this.”
e There was no Lambda engineering presence, no root cause analysis, and no telemetry.
e The call was recorded by AWS but later withheld when we requested a copy, citing
“internal confidentiality.”
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May 9 — May 27, 2025: Platform Admission, Still No Action

e On multiple occasions, AWS support stated that:
o “Lambda does not provide microVM state or exit telemetry to customers.”
e They acknowledged internally reproducing the issue on Node.js 18, 20, and 22 — yet
paradoxically insisted that the platform had behaved “as expected.”
o We explicitly requested:
o Internal crash logs tied to our Requestld
o Exit signals or shutdown reasons
o Lifecycle diagrams confirming expected silent failure behaviour
e All were refused.

June 3 = June 5, 2025: Formal Escalation and the Legal Close-Out

e After repeated inaction, we filed a formal escalation request, invoking AWS’s escalation
procedures and referencing documentation failings.
e The June 5 email arrived as AWS’s “final position,” containing the following contradictions:
o Claim: “The issue is most likely caused by anti-patterns.”
= Rebuttal: No anti-pattern was identified. AWS linked only to a generic best-
practices page. Our code used standard Promise handling and explicit reject()
logic.
o Claim: “AWS reproduced the crash on Node 18, 20, 22.”
= Rebuttal: This contradicts the claim that Lambda behaved as intended. If it
crashed, it failed.
o Claim: “The issue relates to how Node.js interacts with Lambda.”
= Rebuttal: This is an admission of a platform-level incompatibility — one
undocumented and unobservable by customers.
o Claim: “AWS does not share internal telemetry.”
= Rebuttal: Then the customer can never disprove fault. This breaks the
observability contract of serverless.

June 12, 2025: Credit Offer and Promissory Representation

e Our Account Executive emailed:
o “Would it be enough if the $4k credits arrive by July?”
e This message induced reliance. Our CTO paused further escalation in good faith.

June 30, 2025: Revocation Without Explanation

e The promised credits were abruptly withdrawn. AWS sent a form-letter denial, citing no new
evidence.
e This directly contradicted their prior statement and induced financial harm due to reliance.

July 2 = July 3, 2025: Final Deflection

e Following our 24-hour deadline and formal CEQ/CTO escalation, AWS’s only reply was again
from Mr. Wiesehoff:
o Addressed only to the CEO and CTO — omitting all other leadership recipients.
o Framed the $4,000 credits as a goodwill offer, contingent on accepting full and final
resolution.
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e Our rebuttal: Goodwill is unconditional. This was a coercive settlement.

Specific Violations and Failures

e Obstruction of Escalation: AWS Account Executive explicitly refused to escalate further, despite
our invoking formal procedures.
¢ Misdirection of Blame: Every reference to “anti-patterns” was unsupported and contradicted by
their own reproduction.
e Platform Admission, Yet Denial: AWS admitted the crash occurred, but claimed it was
“expected” without documentation or internal logs.
e Abuse of Support Tiering:
o AWS Services including Support were billed at $700 to our founder’s personal card —
during active negotiations.
o No enhanced diagnostics, engineering access, or meaningful support was received.
e Suppression of Evidence: AWS refused to provide:
o Runtime diagnostics
o Meeting recording
o Root cause analysis
e Retraction of Credits: AWS made a promissory offer of $4,000, then rescinded it, then
reintroduced it with settlement conditions.
e Narrative Control Over Transparency: All communication was routed through the same AE,
despite repeated legal objections and requests for a new point of contact.

The Outcome

This wasn’t simply mishandling. It was strategic containment:

Delay long enough for the customer to exhaust effort

Deny all telemetry that could prove fault

Redirect responsibility through vague, undocumented claims
Limit the channel to a non-engineering contact

e Convert credits into conditional waivers

We did everything right:

e Full instrumentation

e Controlled reproductions

e Side-by-side infrastructure tests
e Clear, annotated logs

AWS still buried the incident — and tried to charge us for the privilege.
We have the evidence. They have the silence.

That’s what this post is about.
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The Escalation: Every Channel Followed, Every Door Closed
In the weeks after we reported a fatal, silent crash inside AWS Lambda, we expected support.
Instead, we encountered indifference, misdirection, and carefully managed inaction.

We didn’t just raise a ticket.
We followed every escalation path AWS provides — and discovered how little they actually lead to.

It started with standard support
We reported a runtime-level failure:

e Nologs

e No errors

e No crash reason

e A complete mid-execution termination after a 201 response

We submitted:

e  Minimal reproduction bundles

e Logs with NODE_DEBUG=net,tls,https

e CloudWatch metrics

e EC2 parity tests showing the code worked outside Lambda
e Manual packet traces and runtime deltas

We asked for help.
We got templated replies.

We asked for escalation.
We got silence.

It escalated, formally — and was deflected, deliberately
Across April and May 2025, we issued:
e 3 formal escalation requests
e 5direct complaints
e Multiple high priority asks through AWS Activate, our assigned Account Executive (AE),
and UK startup channels

AWS Activate provided a templated response advising us to contact billing.

Billing advised us to contact AWS legal.

Our AE outright refused to escalate stating that our escalation email contained no executive
addresses (though it was his role to escalate it properly).

Support continued to blame “application anti-patterns” — without citing a single line of code.
When challenged, they sent us a link to generic Lambda best practices, and nothing else.
And when we asked for telemetry to prove their claims?

“ AWS does not share internal diagnostics for AWS Services. ”

The “escalation meeting” — a performance, not a response
Eventually, after weeks of pressure, AWS agreed to a meeting.
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They promised:

e Lambda Subject Matter Experts
e Technical escalation

None of them appeared.
The meeting consisted of:

e A support engineer (off the clock, self-assigned)
e 4 Solutions Architects

e OurAE

e One TAM with no technical ability to comment

We were told:

“My managers would probably prefer | wasn’t working on this. ”
“We’re not allowed to give you microVM telemetry. “

“Lambda engineering doesn’t typically get involved. “
“Most business support customers don’t get this far”

The meeting was recorded — but AWS refused to release the recording.

Why?
Because it confirmed they had no answers.

They reproduced the crash. That should have been the turning point. It wasn’t.
The AWS engineer admitted:

“The crash reproduces in Node.js 18, 20, and 22. “

That’s three production runtimes — not a code issue, not an isolated edge case.
But instead of escalating to Lambda engineering?

They blamed us anyway:

e “You forgot a reject().”
e “This is expected behaviour.”
e  “You didn’t provide logs.” (We did. They quoted them.)

They confirmed the crash,

confirmed the environment,

confirmed their own test code failed,
Then used that to... blame the customer.

Coercive Containment: The Credits That Never Came

By early June, AWS had run out of technical justifications and meaningful engagement. Lambda
engineering never appeared. Support responses contradicted each other. And internal reproduction of
the issue had already occurred — confirming that the silent crash was real.
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So, we escalated again.
This time, we made it clear: we were preparing public disclosure.

Hours later, instead of a technical resolution or admission of failure, AWS changed tone.
Our Account Executive contacted our CEO, privately — not to address the platform issue, but to ask one
question:

"Your CTO said he was going to publish a blog post about this — do you know if he still plans to?"

There was no reference to the technical matter. No progress update. Just a soft probe to see whether
the pressure was still active.

Then came the offer:

“Would it be enough if the $4,000 credits arrive by July?”

This was not an engineering resolution. It was not documentation of the crash.
It was a tactical delay — an attempt to defer publication in exchange for the appearance of goodwill.

We agreed to wait.
We paused public escalation.
We stopped outreach.

This was a conditional agreement, made in good faith, under the reasonable assumption that AWS was
now acting with sincerity — or at the very least, trying to contain a verified platform bug responsibly.

What happened instead?

Three weeks later — with no further contact — the credits were revoked without explanation.
There was no record of the original offer in the billing system.

No apology.

No trace of the prior commitment.

And in a final insult, AWS referenced an email that was issued on June 5™ as a "full and final" support
response denying the issue outright, stating that the Lambda service was functioning as expected, and
that no credits would be issued.

Why This Is Coercive

This wasn’t a customer goodwill gesture. It was a containment strategy.
Here’s why:

e The offer came only after AWS was informed of impending disclosure.

e The offer was made informally without tracking or internal case reference.

e The AE contacted the CEO directly, bypassing the person who led the technical investigation.
e The offer was tied to a pause in public escalation, not technical resolution.

e After escalation was paused, the credits were quietly revoked, and the denial formalised.

This is coercion — not in the legal sense of force, but in the strategic exploitation of power imbalance:
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AWS used the promise of compensation to defuse reputational risk — then withdrew it once the threat
subsided.

The Silent Charge: AWS Debits $700 from Our CEO’s Personal Card

While negotiations were still ongoing — with support tickets unresolved, formal complaints
unanswered, and critical questions about the platform crash still open — AWS silently debited $700
from our CEO’s personal card.

That card had been used once: to create the AWS account, during the company formation stage. It had
not been authorised for recurring charges, had not been designated for billing, and was not associated
with any Support agreement signed by the founder.

The charge came:

e With no invoice.

e  With no email notification.

¢ With no itemised breakdown.

e  With no context or confirmation of terms.

It was a covert debit, billed under the pretext of "AWS Services including Business Support" — a tiered
service which, in theory, is meant to offer:

e Faster response times

e Escalation to specialist engineers

e Access to diagnostics and logs

e Account management aligned with customer urgency

We received none of these things.
Instead, this is what "Business Support" bought us:

e Asupport queue that dismissed the incident repeatedly without investigation.

e A reproduction of the crash by AWS that was then blamed on us.

e Arefusal to involve Lambda engineers, even after proven runtime-level failure.

e A post-mortem email riddled with contradictions, legalese, and deflection.

¢ And a meeting described as including serverless experts — but attended only by generalists
and sales staff.

This $700 charge was not just unwarranted — it was unethical. It was imposed during an active dispute.
AWS had full visibility into our escalation trail, full context that support had failed, and full awareness
that we had already raised objections regarding both the service quality and lack of resolution.

But rather than pause the charge or communicate with transparency, they processed the debit quietly,
directly from the CEQ's card — bypassing all active negotiation and complaint channels.

This is important context, because:

e We are a startup on AWS Activate, the support programme explicitly marketed as covering
credits, support access, and startup-friendly onboarding.

e We were offered — and later denied — a $4,000 support credit, revoked without explanation
after we agreed to pause escalation.
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e This charge came after AWS had already admitted to reproducing the crash internally, making
their support failure even more egregious.

There is no justifiable world in which a cloud provider:

e Fails to resolve a proven platform-level bug,

e Refuses access to logs or engineering contact,

e Covertly charges the founder's personal card,

e And then denies the customer eligibility for SLA credits because no formal outage was declared.

This isn’t billing. This is financial coercion under the guise of enterprise service.

AWS didn’t deliver the support tier they billed for.

They didn’t notify us of the charge.

They didn’t provide an invoice.

And they didn’t stop to ask if billing an unresolved support dispute — while actively suppressing its
publication — might raise ethical questions.

It did. It still does.

Final escalation? Ignored
By early July, the truth was undeniable.

e The crash had been replicated by AWS across multiple runtimes.

e Internal confirmation had been logged and discussed.

¢ No logs, no engineering contact, and no resolution had been provided.

e S700 had been silently charged to our founder’s personal card.

e Our $4,000 support credit — offered weeks earlier — had vanished without explanation.

We had followed every prescribed path:

e Support tickets.

e Formal complaints.

e Activate startup channels.

e Account Executive escalation.
e Direct meeting with AWS staff.

None resulted in a platform-level diagnosis. None brought accountability.
So on July 2, 2025, we issued a final demand to AWS:

A 24-hour window for meaningful remediation:

Escalation to executive leadership (not just the AE)

Direct engagement with Lambda engineering

Restoration of the revoked $4,000 in AWS credits

A formal, transparent post-incident review of the platform failure

We made clear this was not a rhetorical threat — it was a last chance for AWS to handle this
responsibly, privately, and constructively. No accusations. Just resolution.
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AWS did not respond.

No acknowledgement.
No leadership contact.
No new ticket.
Silence.

A follow-up email was issued by the CTO three hours prior to the deadline, reiterating the core terms of
the demand and explicitly confirming AWS's remaining window to respond. The message restated the
requested actions — executive escalation, engineering engagement, credit restoration, and a formal
platform review — and clarified that failure to respond within the stated timeframe would be taken as a
final refusal to engage.

And then — an hour before the deadline — they broke it.
Not with leadership.
Not with Lambda.

But with the same Account Executive we had already disqualified from the process due to repeated
mismanagement.
It didn’t go the full escalation thread.

It went to our CEO, with the CTO on cc — not in response to the CTO’s formal follow-up, but as a quiet
backchannel reply.

There was no signature block. No AWS legal contact. No CC to any of the previously involved executives.
Just a plain-text email with one goal: shut it down.

Here’s what it said, verbatim:

“We are offering to you, as a gesture of good will and without any admission of liability, AWS credits in
the amount of 54,000.00 (four thousand) as a full and final resolution of your support request you raised
with AWS in connection with AWS Lambda. If you confirm your acceptance of this offer, we will release
the credits.

We disagree with any statement that there was a failure attributable to AWS Lambda or that AWS did
not provide sufficient support. We refer you to the full answer we provided to you on June 05, 2025.

We can further offer an engagement with our Solutions Architect.”

What did they offer?
Not logs.

Not platform data.
Not accountability.

But credits — only if we agreed to their narrative and accepted it as a “full and final” outcome.

This wasn’t support.
It wasn’t resolution.
It was an ultimatum.
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They had time to write this.
They had time to send it privately.
But not time to answer a CTO’s formal escalation — or restore the credits they themselves had revoked.

The message was clear:
They would offer support only if we stopped telling the truth.

This wasn’t a misunderstanding.
It was a deliberate, coercive tactic:

e Credits were promised, then revoked the moment we stood down.

e Business Support charges continued, despite zero access to engineering, no actionable
telemetry, and a platform failure AWS had already reproduced.

e And when we followed up, they sent this, addressed only to the CEO and myself — excluding
prior executive recipients, omitting any official company signature:

“We are offering to you... without any admission of liability... AWS credits in the amount of 54,000.00... If
you confirm your acceptance of this offer, we will release the credits.”

It was conditional.

It was coercive.

And it was crystal clear:

You'll get help — but only if you stop talking.

That’s not customer service.
That’s containment.

It’s important to be clear: we are not alleging extortion. But conditioning restitution on silence — after
internal fault reproduction — crosses a line.

This wasn’t just a technical incident anymore.
It was:

e A cultural failure — where blame took priority over resolution, and optics mattered more than
transparency.

e A breakdown in support integrity — where escalation meant silence, evidence meant nothing,
and credits became a bargaining chip instead of a remedy.

e A betrayal of the startup trust contract — where Activate promised “accelerated support,” but
in reality, delivered a closed loop of delays, deflection, and denials.

e A case study in avoidance — where the truth was less important than the narrative, and fixing
the problem took a back seat to burying the risk.

And when all else failed, AWS didn’t step up.
They sent us a bill.

Then they offered us hush money.

And they hoped we’d go quietly.

We didn’t.
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This wasn’t support. It was obstruction.
This wasn’t just about a runtime crash.

It was about:

e A support process that refused to escalate

e Anaccount model that punishes transparency

e Aleadership chain that closed ranks instead of solving the problem

e Asystem where the customer is always at fault — even when AWS reproduces the failure

Every escalation path failed.
Not because we didn’t follow them.
But because AWS doesn’t honour them.

The crash was the catalyst.
The real failure was what happened after.

Why This Matters: Trust is the Real Platform

In cloud computing, we often talk about uptime, scale, and reliability as if they're the cornerstones of a
platform. But those are just the surface. Underneath, there's something more fundamental —
something unspoken that every customer relies on:

Trust.

When we chose AWS, we weren’t just choosing infrastructure. We were trusting a promise. A promise
that:

e If something breaks, someone will care enough to fix it.
e If we escalate, someone will listen.
o If the platform fails, someone will own it.

That promise was broken — not just once, but systematically.

We followed every process. We reported the failure with detail, professionalism, and restraint. We
submitted logs, code, diagnostics. We escalated politely, then firmly, then formally. We gave AWS every
opportunity to stand behind its product.

But the response we received told us something else.

It told us that silence is easier than accountability.
That perception management is more valuable than platform integrity.
That a startup’s voice — no matter how right — is negotiable.

And that support is a service in name only, if the goal is not resolution but deflection.

The crash was real. The evidence was undeniable. The reproduction was theirs.
But the conclusion? A choreographed dismissal. A billing charge. A backchannel whisper.
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They didn’t investigate the truth.
They investigated how much truth we were willing to tolerate.

So yes, we migrated.
But not just to move away from a fault — to move away from a culture.

Because in cloud, the deepest dependency isn’t bandwidth or latency. It’s not your architecture or your
availability zone. It’s trust.

If your cloud provider can revoke promises, reframe facts, and rewrite history —
Then your uptime doesn’t matter.

Your architecture doesn’t matter.

Your contract doesn’t matter.

Because you’ve built your business on sand.

We didn’t leave AWS because of a crash.
We left because of what happened after — the silence, the spin, the suppression.

And for any company watching this unfold from the sidelines:

You're not renting servers.
You're renting values.

Ask yourself if yours still match theirs.
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Why I’'m Publishing This
We didn’t set out to write a blog post.
We set out to resolve a platform failure.

We believed — and still believe — that AWS, as a market leader and infrastructure backbone for
thousands of startups, holds a responsibility not just to uptime, but to truth, transparency, and
accountability.

For three months, we escalated through every available channel:

o We filed detailed tickets with AWS Support.

e We submitted diagnostics, logs, and stripped-down reproductions.

o  We rebuilt the same workload in EC2 to isolate the crash.

e We triggered formal startup complaints through AWS Activate.

e We wrote professional summaries, gave them time, extended good faith.

And in return, we were:

e lIgnored by the Activate team.

e Stalled by Support.

e Dismissed by our Account Executive.

e Denied engineering access, telemetry, and crash data.

e Then — after AWS reproduced the issue internally — blamed for it anyway.

We didn’t expect perfection. We expected a platform-level bug to be treated like one.
Instead, we were handed a PR statement.

Then came the credits — offered quietly, conditionally, with wording that made clear this was not a
remediation, but an attempt at closure on AWS’s terms:

“As a gesture of goodwill and without any admission of liability... AWS credits in the amount of $4,000...
as a full and final resolution...”

The email had no formal AWS signature block. It was not addressed to our support case.
It bypassed our CTO, who had just issued a final escalation.
It went directly to our CEO — and asked only one question:

“If we give you this money, will you go away?”

This was not remediation.
It was a containment strategy.

We are publishing this because at that point, the story stopped being about a single technical failure.

It became about how a company handles the hard stuff.
The bugs that reach the core. The tickets that don’t go away. The customers who know what they’re
doing — and ask the right questions.
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We are publishing this because startups operate on trust.

We pick platforms not just for features, but for belief — belief that if something breaks, we’ll be told
the truth.

That if there’s a fault, it’ll be investigated, not hidden.

That support is there to help — not protect internal optics.

We are publishing this because we followed every rule AWS lays out:

e We raised support tickets properly.

e We tested methodically.

e We escalated through official pathways.

e We remained professional — even when gaslit.

And because none of that worked, this post now becomes the final escalation.

This isn’t a hit piece.

This is a reconstruction.

A record of what happens when escalation fails, evidence is ignored, and financial charges continue
even while diagnostic access is denied.

We don’t take this lightly.
But when silence becomes strategy, and delay becomes defence, the only responsible move is
disclosure.

We are publishing this because others need to know what they may be stepping into.
Because trust is the real platform.

And because we’re not the only ones this could happen to — just the ones willing to write it down.

Disclaimer

This document presents the findings of a three-month independent investigation, conducted in good faith and supported by reproducible test
cases, side-by-side platform comparisons, and direct AWS support interactions. All conclusions are based on observed behaviour, verifiable
diagnostics, and contextual analysis of publicly available documentation and customer-facing communications.

While every effort has been made to ensure factual accuracy, assessments of AWS'’s support processes and escalation handling reflect the
firsthand experience of the author during the investigation period.

This report does not constitute legal, commercial, or professional advice. It is intended as a technical record compiled by an engineer
responsible for maintaining mission-critical production infrastructure.

All excerpts of AWS communications are quoted in context from correspondence received during the support escalation process. No
proprietary AWS source code, internal tooling, or unrelated customer data is disclosed.

© 2025 David Lyon. All rights reserved. This publication is not affiliated with, endorsed by, or produced in collaboration with Amazon Web
Services.
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